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Abstract

Speaker recognition is a biometric process of aatmally recognizing speaker who is speaking onlibsis of speaker
dependent features of the speech signal. Nowadpgsker identification system plays a very impdrtate in the field of
fast growing internet based communication/transasti In this paper, closed-set text-independeralsgedentification in
the context of Mono and Cross-lingual are demotedrdor Indian languages with the constraint ofitén data. The
languages considered for the study are EnglishdiHimd Kannada. Since the standard Multi-linguaiabase is not
available, experiments are carried out on an oun omeated database of 30 speakers, who can spedkrte different
languages. Speaker identification system based ehfigiquency cepstral coefficients—Vector Quantmat{MFCC-VQ)
framework is considered. It was found out in thpeskmental study that the Mono-lingual speaker iifieation gives better
performance with English as a training and testamguage though it is not a native language oflsgrsaconsidered for the
study. Further, it was observed in cross-linguadigtthat the use of English language either imingj or testing gives better
identification performance.

Keywords. Speaker identification, Mono-lingual, Cross-lingddFCC and VQ.

1. Introduction lingual speaker recognition and language identifica

. L . are key to the development of spoken dialoguéesys
Automatic Speaker Identification (ASI) and Autoneati ih4t can function in Multi-lingual environments [Sh

Speaker. Verification (ASV) systems have always been qer to identify a speaker, speaker recognitiostesy
demanding in terms of robustness and accuracyhfor t oeqs sufficient data. The availability of suffitielata to
modern state-of-the-art security applications [Ihe  gpeaker recognition system provides —sufficient
speaker verification involves accepting or rejegtihe jnormation which can discriminate speaker well. &s
identity claim of a speaker. In speaker identifitat gt the system yields good recognition perfarcea
since there is no identity claim, the system id&ithe 5] gpeaker recognition in limited data conditiaims at
most likely speaker of the test speech signal$peaker  oqanizing speaker with the constraint that baining
identification can be classified into Closed-sed &pen- 4 testing data are limited. In the present work
set iqlentification [2]. '_I'he task of identifying @esker ¢ tficient data is used to symbolize the case afriga
who is known a priori to be a member of the setNof speech data of few minutes (> one minute). Altévedt,
enrolled speakers is known as Closed-set Speakgfited data symbolizes the case of having speeth of

identification system. On the other hand, Speakefe, seconds< 15seconds). Since the amount of data
identification system which is able to identify thigeaker o\ ~ilaple is small in the limited data conditiortae

who may be from outside the set of N enrolled speak n,nher of feature vectors we obtain is less whigh a
is known as open-set Speaker identification [2].ingyfficient to model and discriminate speaker well
Depending on the mode of operation, Speakefnarefore, it is a challenging task to improve speaker
recognition can be classified as text-dependenfgcognition in such situation. As we mentionediegih
recognition and text-independent recognition [3heT | 4ia people have been trained themselves to sjreak
text-dependent recognition requires the speaker if,,ny |anguages. This advantage can be utilized in
produce speech for the same text, both duringif@in - achine learning to build a robust speaker recimnit
and testing whereas the text-independent recogmhosystem However, nowadays we cannot ask people to
does not rely on a specific text being spoken [4]give data for a long period of time as the sufficie
Countries like India, more than fifty languages aregpeaer recognition system expects. Further, due to
officially recognized and citizens in India can 8k® j,crease in the use of communication and internet

more than one language fluently. Therefore, deveIl  goyices for speech mode applications, it is dekiréo
of Multi-lingual system is a challenging task. Mult
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work with limited data and as well as in Multi-lingl a) Choose the training data.
environment. Speaker recognition under limited data .
conditions Couldpbe used in tr?e following applioas: b) Extract the features using MFCC.

c) Generate the speaker model using VQ.

1) To locate the segment of given speaker in afmaud

stream such as teleconference or meetings, such dat
segments usually contain short utterances whosekepe e) Extract the features using MFCC separately.
needs to be identified.

d) Choose the testing data.

f) Compare test features with speaker model.
2) In forensic application also the data availahblkey
be limited which may be recorded during casual
conversation or by tapping the telephone channel.

g) Use the Decision logic to find out the winner.

3) Remote biometric person authentication for .. .. Feature Generate
electronic transactions where speech is the mOSt === ’
preferred biometric feature. extraction Madel

Percentage
identification

4) Criminals often switch over to another language,
especially after committing a crime. So, trainiag
person's voice in one language and identifying m —y| Feature
some other language or in a multilingual environtren  festinglata | extraction
a challenging task especially in the Indian conf&&].

An attempt was made to recognize Multi-lingual ¥sea
in [7]. In this work, training data of 60 secondsddor . . . o
different testing data of 1, 3, 7, 10 and 15 sesoact Fig. 1 Block Diagram of Speaker identification
considered for Mono and Cross-lingual experiments. system.

Also, a Polynomial classifier of 2nd order approatian ) ) .

is built for Speaker Modeling. Recently, some afitsn The remainder of the paper is organized as follows:
have been made to |dent|fy the Speakers underelimit Section 2 deSCI‘IbeS the database used fOI‘ thEImEp’EB.
data condition using the concept of UniversalFeature extraction using MFCC and speaker modeling
Background Model (UBM) to mitigate the sparsenessUsing VQ techniques are presented in Section 3. In
which requires additional speech data to train theSection 4, Mono-lingual speaker identification is
Gaussian mixture model-Universal Background ModelPresented. The Cross-lingual speaker identification
(GMM-UBM) [2]. A novel Multi-lingual text- presented in Section 5. Section 6 gives Summatief
independent based speaker identification algorithms ~ Present work and scope for the future work.

proposed by Geoffrey Duron in [8] and investigatd

facet_s_ of_ speaker recognition: cross-language_meakzl Speech Database for the study

identification and the same language non-native tex

independent Speaker identification. The resultécated

that how Speaker identification performance will beThe speech database for the experiments was aallect
affected when speakers do not use the same languafyfem 30 speakers. The database includes 17-malés an
during the training and testing or when the popoitats  13-females speakers. All the 30 speakers weragdtikl
composed of native speakers. and their voice was recorded in English, Hindi and
In an another attempt the authors have proposddtha Kannada. The voice recording was done in an
selecting only the feature vectors which areengineering college laboratory. The speakers were
discriminating the speakers it is possible to idgnt undergraduate students and faculties in an engmeer
speaker under limited data [13]. In our previouskyave  college. The age of the speakers varied from 18e2%s.
made an attempt to use the concept of Multiple EramThe speakers were asked to read the small storibsde
size and Rate (MFSR) analysis technique to mititfaee different languages. The training and testing dedse
sparseness of limited speaker-specific feature ovect recorded in different sessions with a minimum gdép o
during training and testing to improve the speaketwo days. The approximate training and testing data
recognition performance under limited data condg&io length is two minutes. Recording was done using fre
[13]. Since the literature reveals that there aremough downloadable Wave surfer 1.8.8p3 software and beete
studies on Multi-lingual speaker recognition systsith Head phone-250 with a frequency range 20-20 kHe. Th
the constraint of limited data, in this work we bamade speech files are stored in .wav format. The expemis

an attempt to identify speaker using Mel-Frequencyare conducted using different sizes of training tsting
Cepstral Coefficients (MFCC) as feature vectors andlata to study the effectiveness of the speakemgretion
Vector Quantization (VQ) as modeling technique..Aig system. The detail specifications used for coltegthe
shows the overall Block diagram of Speakerdatabase are shown in Table 1.

identification System. The following steps show the

complete speaker identification process:
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Table. 1 Description of Database it retains the relative phases of the feature cwefit

trajectories, and hence, it can preserve both pltoaed

Item Description speaker-specific information [8]. In this work, sfir13

Number of Speakers 30 coefficients are considered as feature vectorsceSthe
Oth coefficient can be regarded as a collectioavafrage

Sessions Training and Testing energies of each frequency bands, it is unreligitiie
Sampling Rate 8kHz d
. . Fin
Sampling Format 1-channél, Lin16 sample troid
encoding centroi

Languages covered  English, Hindi and Kannada

Microphone beetel Head phone-250 Split
Recording Software WaveSurfer 1.8.8p3 each.
. _ centroid
Maximum Duration 120 seconds/story/language
Minimum Duration Depends on Speaker m=2*m
3. Featureextraction and M odeling Cluster,
vectors
The purpose of feature extraction stage is to ektize
speaker-specific information in the form of feature
vectors at reduced data rate [2]. In this workiuess are Find
extracted using MFCC technique. The state-of-the-ar centroids
speaker identification system uses MFCC as a fedtur
recognizing speakers [6]. Fig.2 shows the blockjdim
representation of the MFCC method. Speech recasding
were sampled at the rate of 8 kHz. Frame duratfa?0o Cempuiie D
msec and a 10 msec for overlapping durations are (distortion)
considered. After framing, windowing (Hamming) l'
method is carried out to minimize the spectralatisin.
The mathematical expression for the Hamming window f Y
is as follows: D-D <8 E

h(n) = 0.54 — 0.46 cos £ / N-1), ) No ™D

Fourier transform is then applied on the windoweahie
signal to obtain the magnitude frequency resporse. i i
magnitude spectrum (in human perception, it is more Fig.3 LBG Algorithm

important to model the magnitude spectra of spélegh  The feature vectors of each speaker are furtheregsed
their phase [14] is computed. The resulting spectist by a suitable modeling technique called Vector
passed through a set of triangular band passsfilléte  Quantization (VQ) [2]. VQ is a process of mapping
have considered 35 filters. These filters are dgual vectors from large vector space to finite number of
spaced along the Mel-frequency scale. The Melesisal regions in the space. The vector quantization nteiko

a mapping between the real frequency scale (Hz)ted explained in the form of a flow chart shown in fig. 3.
perceived frequency scale (Mels). The mapping fronMost of the computation time in VQ-based speaker

linear scale to Mel scale is given in equation 2 identification consists of distance computationsseen
the unknown speaker's feature vectors and the madel
fel = 2595 log, (1+f /700, (2)  the speakers enrolled in the system database Ifi1fis

In order to get the cepstral coefficients, DiscreteVOrk. the Linde-Buzo-Gray (LBG)-VQ technique is dse

cosine transform (DCT) is applied. Using DCT ratherWIth a spliting parameter (€) of 0.05. The initial

. ) . . codebook is obtained by the splitting method. Irs th
than Discrete Fourier transform (DFT) magnitudéha method, an initial code v}:ector ispset gs the mdath®

Speech Sample entire training data. This code vector is thentspld two
———+| Framing Windowing »  FFT and the algorithm runs with these two codebookserLa
these two codebooks are split into four codebookisthe

h 4

Spectrum iterative algorithm is repeated until the desiredebook
size is achieved. We have generated different aoaleb
MFCCs of sizes 16, 32, 64 and 128.
— DCT |e Logarithm Mel Filters

Fig. 2 Block Diagram of MFCC technique 270
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4. Mono-lingual Speaker |dentification story which was given to read out in the different
sessions and thus their fluency was significantly
improved. The performance of the speaker identifica

k system trained and tested with Kannada language is
testing languages are same for a speaker [15]eSW& 73 3394 for codebook size of 128. The poor perforrean
data is collected in three languages to studydbastness may be due to the speakers difficulty in readingida

of the system, the experiments are conducted ieethr language since they had just studied this langaagene
cases with a speech data of 10 and 15 seconds of the languages subject in school days.

In  Mono-lingual speaker identification, training dan

1. Training and testing with English language. "

2. Training and testing with Hindi language.
3. Training and testing with Kannada language.

The Mono-lingual experimental results for 10 secoodl
training and testing data are shown in Fig. 4. N8

indicates training with language A and testing with 5 -
language B. eg. E/K indicates training with English

language and testing with Kannada language. Thétses “ i
show that the speaker identification system yiejded 3 =&-K/K

© e = w I = @ . o~ ©m o
=
=

performance of 73.33% for codebook size of 128 when 2
trained and tested with English language. The
performance of the speaker identification systeaméd
and tested with Hindi language is 73.33% for codébo B - ' ' '
sizes of 64 and 128. The performance of speaker 16 2 64 128
identification system trained and tested with Kataa Codebook Size

language is 70% for codebook sizes of 32, 64 ald 12

p
e 70
r

60

=2}

Fig. 5 Performance of Mono-lingual speaker
identification system for 15 seconds of data.

5. Cross-lingual Speaker Identification

™ ap ——E/E

o =m-H/H . . e . .

i K In Cross-lingual speaker |dent|f|ca_t|on,_ tralnlrsgd_one in

e 20 one language (say A) and testing is done in another
o language (say B) [15]. In this section, the impa€t
o - ‘ ‘ ‘ language on speaker identification system is ptedein

16 32 64 128
Codebook Size

order to demonstrate this, we have conducted fierdnt

Cross-lingual experiments with the speech dataDodirid
Fig. 4 Performance of Mono-lingual speaker 15 seconds.

identification system for 10 seconds of data.

The speaker identification system trained with Hiaadd
The Mono-lingual experimental results for 15 secofl Kannada, and tested with English language for £0rss
training and testing data are shown in Fig. 5. lgsalts  of training and testing data is shown in Fig. 6.eTh
show that the speaker identification system yiglded  speaker identification system yields 63.33% ané®&
performance of 90% for codebook size of 128 wherfor codebook size of 128 for H/E and K/E, respeifiv
trained and tested with English language. The fighe The speaker |dent|f|cat!on system trained with Hiaad
performance with English language may be due to th&annada, and tested with English language for t6rsis
speakers considered for the study. The speake fraining and testing data is shown n Fig. 7.eTh
considered for the study (undergraduate students arpPS2Ker identification system yields 76.66% foretmmbk
faculties of Engineering College) are more comfuda sizes of 128 and 64 for H/E and K/E, respectivifjth

. ) ) " English as a testing language, no much differemce i
with _Enghsh_ language as th_ey are studyingfteacting identification performance was observed in comparis
English medium and used to it.

with Hindi and Kannada as training languages. Even

. T ) ) though regional language is Kannada, the speakers a
The speaker identification system trained and degti¢h used to this language colloguially but not in ottexms.

Hindi language gives the highest performance 0®%  English language is used in each and every sedtor o
for codebook size of 128. This performance is beltan  everyday life so the speakers are having bettetinga

the Kannada language. This is because almost @ll thand pronunciation of the text material for English
speakers had taken additional time to practiceHimeli  |anguage.
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Fig. 8 Performance of Cross-lingual speaker ifieation system for
Fig.6 Performance of Cross-lingual speaker idieatibn system 10 seconds of data: English and Kannada are tinengdanguages
for 10 seconds of data: Hindi and Kannada areréisitig andHindi is testing languag

languages and English is testing language.
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Fig. 9 Performance of Cross-lingual speaker ifieation
system for 15 seconds of data: English and Kanagslthe
trainina lanauaaes and Hindi is testina lanau

Fig.7 Performance of Cross-lingual speaker idediion system
for 15 seconds of data: Hindi and Kannada arerétiging
languages and English is testing langt

The speaker identification system trained with fsigl The speaker identification system trained with Esfgl

and Kannada, and tested with Hindi language for 1@nd Hindi, and tested with Kannada language for 15

seconds of trainina and testing data is shown i Bi econds of training and testing data is shown @n Ei.

1ing and 9 ; 910 The speaker identification system yields 76.66% for
The speak_er identification  system yields 60% forcodebook size of 128 and 63.33% for codebook sifes
codebook sizes of 64 and 128 and 53.33% for codeboq34 and 128 for E/K and H)K respectively. It was
slze .O.f 128 for E/H anq K/H, respectlyely. The Ipza observed in Figs. 8, 9, 10 andyll that the r;erfnmma
identification system trained with English and Kada, e

. - p with training in English and testing with Hindi or
and tested with Hindi language for 15 secondsafiing Kannada languages are decreased because duration

and testing data is shown in Fig. 9. The speake{:h - :

. i . . aracteristics, and stress patterns are diffdrem one
identification system yields 73.33% for codeboa@esbf ' : L i
128 and 66.66% for codebook sizes of 64 and 12B/Adr {ﬁgg:é\g\f}eto another in addition to the reasonsequiot

and K/H, respectively. The speaker identificatigstem
trained with English and Hindi, and tested with Kada
language for 10 seconds of training and testing dkat
shown in Fig. 10. The speaker identification sysyéeids
66.66% for codebook sizes of 64 and 128 and 60% for
codebook size of 128 for E/K and H/K, respectively.
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Fig. 10 Performance of Cross-lingual speaker ifleation
system for 10 seconds of data: English and Hirelifae training
lanquages and Kannada is testing lanat
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Fig. 11 Performance of Cross-lingual speaker ifleation
system for 15 seconds of data: English and Hirelifae training
languages and Kannada is testing langt

Some of the observations can be made from thg]

experimental results are as follows:

i) Mono-lingual
language.

ii) The Mono-lingual results are better than the<ar
lingual experiments.

ii) As the amount of speech data increases the
performance (% identification) also increases Irred
experiments.

iv) Use of English language either in training or[11]

testing in cross-lingual study gives better idécdifion
performance.

6. Conclusion

In this paper, Mono-lingual and Cross-lingual spmgak
Identification systems are demonstrated using Ehgli

Hindi and Kannada languages. We observed that espeak

results are better with English

identification system with English language progide
good performance in Mono-lingual study. Further, we
observed that speaker identification with English
language for testing also provides good performance
Cross-lingual study. The experimental studies rethest
better feature extraction and modeling techniques a
required in order to improve the performance inhbot
Mono-lingual and Cross-lingual speaker Identificati
system. Therefore, the high level features likeclpit
intonation etc. and modeling techniques like GMM,
GMM-UBM and Neural networks can be used to improve
the performance. In order to study the robustnéshen
system needs to be verified with different langsage
different data sizes and large amount of speaker se
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